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Today’s Session



Time to Reach 100 Million Users

16 years 3 months

50M

100M

Facebook: 4.5 years

ChatGPT: 3 monthsMobile phones: 16 years

Internet: 7 years 

Generative AI technology is here

Source: Microsoft Research



Where Does Your Data Go?
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A Better Model
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Microsoft AI

Unlock productivity with Copilot

Achieve even more with Microsoft products

Microsoft 365 

Copilot

GitHub 

Copilot
Microsoft Copilot 

for Security

Dynamics 365

Copilot

Microsoft Viva

Copilot

Power BI

Copilot

Build your own AI capability

Build your own Copilot/intelligent app on your data

Safeguard your business and data

We are not just a cloud company or a devices company or a software company.

We are an AI company. AI is at the core of our vision for empowering every person

and every organization on the planet to achieve more”

- Satya Nadella



Microsoft’s Responsible AI journey

2016 2017 2018 2019 2020 2021 2022

Satya Nadella pens an 

article introducing 

concepts of responsible AI

Established our AI 

principles through 

‘The Future 

Computed’

Call for 

regulation

of facial 

recognition

Facial 

recognition 

principles 

published

Responsible 

AI Standard 

(external)

Responsible 

AI 

Dashboard

Aether

Committee

Responsible AI 

Champs begins 

Office of 

Responsible AI 

Responsible AI 

Standard V1 

(internal)

Responsible AI 

Strategy in 

Engineering 

(RAISE)

Responsible AI 

Standard V2 

(internal)
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Tools and processes

Governance

Rules

Training and practices

Building blocks

to enact principles

Privacy & Security

Inclusiveness

AccountabilityFairness

Reliability & Safety

Transparency

Microsoft’s 

Responsible 

AI Principles

Microsoft’s Responsible AI principles

Responsible AI Principles and Approach | Microsoft AI

https://www.microsoft.com/en-us/ai/principles-and-approach/?msockid=2debe65c4f9f64072794f5c64e0f657c


Microsoft Cloud
Runs on trust

Your data is your data

Your data from any fine-tuning 

is not used to train the foundation 

AI models

Your data is protected by the most 

comprehensive enterprise compliance 

and security controls



Microsoft Copilot

Copilot experiences 

across the ecosystem



Security Compliance Privacy Responsible AI

Copilot for Microsoft 365 

Built on Microsoft’s comprehensive approach



Holistic Protection for Generative AI Apps

https://www.linkedin.com/posts/ray-reyes-598062125_genai-microsoftsecuritysolutions-genai-activity-7202696194190450689-EBg0?utm_source=share&utm_medium=member_desktop


https://techcommunity.microsoft.com/t5/copilot-for-microsoft-365/introducing-restricted-sharepoint-search-to-help-you-get-started/ba-p/4071060




…

https://learn.microsoft.com/en-us/sharepoint/restricted-sharepoint-search


Copilot for Microsoft 365 inherits your 
security, compliance, and privacy policies

1

Manage 

overprivileged 

and risky users 

Microsoft Entra ID 

2

Mitigate 

Device 

Risk 

Microsoft Intune 

3

Prevent 

over-exposure 

of data

Microsoft Purview 

Information Protection

4

Discover and 

control the use 

of AI apps

Microsoft Defender for 

Cloud Apps



Govern access to Copilot - Microsoft Entra ID

2
Mitigate Device Risk 

with Endpoint 

management 

Microsoft Intune 

Copilot for 

Microsoft 365 

Users and Devices 

1
Manage overprivileged 

and risky users 

with Identity and access 

management

Microsoft Entra ID 

✓ Login to Microsoft 365 with a single & managed corporate identity.

✓
Evaluate login attempts based on the user or group membership, IP 

location, device state, application, risk detection.

✓ Decide access level with Conditional Access policies.

Allow 
access

Require 
MFA

Limit 
access

Password 
reset

Monitor 
access

✓
Monitor critical events and issue access tokens that can be revoked 

immediately.



Manage device real-estate - Microsoft Intune

2
Mitigate Device Risk 

with Endpoint 

management 

Microsoft Intune 

Copilot for 

Microsoft 365 

Users and Devices 

1
Manage overprivileged 

and risky users 

with Identity and access 

management

Microsoft Entra ID 

✓
Ensure the Microsoft 365 apps are securely installed on the user’s 

device and kept up to date

✓ Limit the use of work apps, including Copilot, on personal devices

✓ Implement App protection policies to limit the actions users can take 

on devices:

Save generated files to unsecured apps

Restrict copying and pasting to non-work apps

✓
Monitor critical events and issue access tokens that can be revoked 

immediately.



Protect business information and restrict 
actions - Purview Information Protection

Copilot for 

Microsoft 365 
Your Organization Data

3
Prevent over-

exposure of data

with Information 

Protection

Microsoft Purview 

Information 

Protection

1
Manage overprivileged 

and risky users 

with Identity and access 

management

Microsoft Entra ID 

2
Mitigate Device Risk 

with Endpoint 

management 

Microsoft Intune 

Users and Devices

1
Manage overprivileged 

and risky users 

with Identity and access 

management

Microsoft Entra ID 

2
Mitigate Device Risk 

with Endpoint 

management 

Microsoft Intune 

✓
Data consumption and processing with Copilot is limited to the user’s 

permissions. 

✓
Copilot inherits sensitive documents’ sensitivity labels and applies 

them to its output and references.

✓
If Copilot generates sensitive data and saves it in Microsoft 365, Data 

Loss Prevention policies will apply.

✓
Interactions with Copilot are logged for auditing purposes and 

business, or code of conduct violations can be detected.



Discover and control the use of AI apps
Microsoft Defender for Cloud Apps

2
Mitigate Device Risk 

with Endpoint 

management 

Microsoft Intune 

Copilot for 

Microsoft 365 

Users and Devices 

1
Manage overprivileged 

and risky users 

with Identity and access 

management

Microsoft Entra ID 

Copilot for 
Microsoft 365

Your Organization Data

3
Prevent over-

exposure of data

with Information 

Protection

Microsoft Purview 

Information 

Protection

Discover and control the use of AI apps 4 Microsoft Defender for Cloud Apps

✓
Discover & assess the risk across 400+ AI apps in an 

organization 
✓

Block or approve the use of discovered AI apps in the 

organization







Security and compliance controls for Copilot 
for Microsoft 365

2
Mitigate Device Risk 

with Endpoint 

management 

Microsoft Intune 

Copilot for 

Microsoft 365 

Users and Devices 

1
Manage overprivileged 

and risky users 

with Identity and access 

management

Microsoft Entra ID 

Copilot for 
Microsoft 365

Your Organization Data

3
Prevent over-

exposure of data

with Information 

Protection

Microsoft Purview 

Information 

Protection

Discover and control the use of AI apps 4 Microsoft Defender for Cloud Apps

✓
Discover & assess the risk across 400+ AI apps in an 

organization 
✓

Block or approve the use of discovered AI apps in the 

organization





Getting Copilot and AI Ready

Copy of the slides for today’s session

https://aka.ms/WA-Education-Summit-Get-Copilot-Ready 

https://aka.ms/WA-Education-Summit-Get-Copilot-Ready
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